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ABSTRACT: A number of applications emerging related to image to text conversion or image to 
speech conversion which helps us in various ways. This paper focussed on the conversion of Image-to-
Speech in two different phases. The supporting tools used to implement this work are tesseract-OCR, 
machine learning based libraries, and speech recognizer using Python. For a given image the texted 
regions are partitioned using morphological operations. An annotated image to text and speech 
synthesis using cloud API is done. This work focussed on the conversion of input image into text, and 
further the text is converted into English speech and then translated into speech of various Indian 
languages. The proposed system is useful for visually impaired persons who are not able to read or 
recognize the text given in many sign boards or images, and also in many more applications where we 
are in need of Image-to-Speech synthesis. It also focussed on translating the English speech into a 
number of Indian languages such as Nepali, Urdu, Tamil, Malayalam, Bengali, Gujarati, Hindi, Kannada, 
and Marathi.  
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INTRODUCTION
An image contains perceptual contents and 

semantic contents. Perceptual content focus on 
colours, shapes, textures, intensities and the 
semantic content focus on objects and their 
relationships. Text is the major content that 
comes under semantic content. For content 
analysis, text extraction from images is very 
significant. A number of applications involved in 
text extraction are vehicle license plate 
recognition, automatic bank check processing, 
signboard detection and translation, assisting 
visually impaired persons etc [1]. 

Alakbar et al., [2] in their proposed work, 
developed and evaluated the speech synthesis 
system based on deep learning models for 
Azerbaijani language. Their system is used to 
analyse text-to-speech synthesis and using 
Azerbaijani language. Mark et al., [3], proposed 
Image2speech, a system for automatic 
generation of audio description of images. But 
their system cause many errors due to 
misrecognition of objects and actions in the 
image. As though having a few errors, their 
system generated the spoken description of 
image directly without first generating text.  

A multimodal information bottleneck 
approach is proposed by Shuang et al., [4]. Their 
model aims to translate one modality to another 

by skipping an intermediate modality shared by 
two different datasets. They focussed on two 
main perspectives: i) image-to-speech 
synthesis, and ii) effectiveness of multimodal 
modelling. Image-text samples and audio-text 
samples are considered and concluded that 
better results obtained for image-to-speech 
synthesis. 

Anindya and Sriparna [5] proposed self-
supervised deep learning based approach for 
image to text and text to image generations. 
They used StackGAN-based autoencoder model 
and also LSTM based text-autoencoder. Their 
work focussed on generation of text in English 
language. Wei et al, [6] proposed a model for 
direct synthesis of speech for images. They 
conducted experiments using MSCOCO dataset 
and used English language for speech synthesis 
using Learned Segmental units.  

Ifeanyi et al., [7] proposed a novel adaptive 
binarization method based on wavelet filter is 
proposed. This approach was processes faster, 
so that it is more suitable for real-time 
processing and applicable for mobile devices. 
They evaluated their adaptive method on 
complex scene images of ICDAR 2005 database.  
Arora & Shetty [8] reported some problems in 
text recognition and retrieval. Automated 
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optical character recognition (OCR) tools do not 
supply a complete solution and in most cases 
human inspection is required. They suggest a 
novel text recognition algorithm based on usage 
of fuzzy logic rules relying on statistical data of 
the analysed font. The new approach combines 
letter statistics and correlation coefficients in a 
set of fuzzy based rules, enabling the 
recognition of distorted letters that may not be 
retrieved otherwise. They focussed on rashi 
fonts associated with commentaries of the bible 
that are actually handwritten calligraphy. 

Shrivastava [9] proposed a recognition 
scheme for the Indian script of devanagari. They 
used approach does not require word to 
character segmentation, which is one of the 
most common reasons for high word error rate. 
They reported a reduction of more than 20% in 
word error rate and over 9% reduction in 
character error rate while comparing with the 
best available OCR system. Douglas et.al, [10] 
proposed an architectural paradigm for the 
text-to-image conversion method using neural 
architecture. They claimed that their proposed 
work is the direct conversion of text-to-image in 
a single stage. 

Images play a vital role in order to reach the 
thought or idea to humans much better than the 
text. But it is not possible to conclude the same 
for various situations like the people who are 
visually impaired cannot able to identify these 
images to gather the given information since 
there is no standard way of conveying images to 
them. In this situation, if the given image is 
converted into speech, it is very fruitful for the 
visually challenged people. The proposed work 
in this paper is focusing on this objective to 
make the contents in the images to be reached 
to those people who are visually challenged by 
converting the text from the given images into 
speech. Also the given speech is translated into 
a number of Indian languages such as Nepali, 
Urdu, Tamil, Malayalam, Bengali, Gujarati, Hindi, 
Kannada, and Marathi. 

2. SYSTEM METHODOLOGY 

The proposed system comprise of two 
phases. The first phase utilizes an English 
annotated image as input and converted into a 
text in txt file format using English language. In 
the second phase, the output of the first phase is 
considered as input that is the converted 
English text is given as input and is converted 
into speech in the form of mp3 audio file using 
English language. Then the speech in English is 
translated to a number of Indian languages. 

Every time the input image is translated 
according to our requirements and the 
translated speech is also saved automatically. 
Similarly audio file for English speech is 
translated to Indian language and saved in the 
form of mp3 sound file. The output audio file 
size is noted for every execution of the native 
languages translated. The system is 
implemented using Python. Pyttsx3 is imported 
and utilized. The proposed system model for 
image to speech synthesis is given in figure 1. 
Frequency is calculated using the formula 1 as 
below [11]:  
Frequency = bit rate/(bit depth x channels)(1) 

 
The proposed system is analysed using 

various parameters: i) various image file 
formats for input image, ii) execution time for 
the conversion of annotated image to text 
output in English language, iii) execution time 
for the conversion of converted English text into 
speech of various Indian languages, iv) memory 
size of the given input image file, v) memory 
size of the audio file generated in various Indian 
languages, vi) frequency of the audio file. The 
code for running the proposed system is given 
in Figure 3, and the auto saved mp3 file format 
while running the proposed system is shown in 
Figure 4. 

 

 

Figure 1: Image-to-Speech Synthesis - 
Proposed System model 

3.  IMAGE-TO-TEXT SYNTHESIS 

The first phase of the proposed system is 
Image-to-Text synthesis using pytesseract, an 
OCR tool in Python in order to read and 
recognize text in Images. The input annotated 
image considered for the proposed system is 
given in Figure 2 [12]. This file is in jpg file 
format. The same image file is converted into 
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bmp file format and png file format for the same 
dimensions and the corresponding memory size 
of those image files are noted. The text file 
output is in the txt file format and the text in 

that file is: “Once you replace negative thoughts 
with positive ones, you'll start having positive 
results.” Willie Nelson.  

  

 

Figure 2: Annotated Input Image 

Table 1: Image to Text Synthesis 
S.No Image file 

type 
Dimension Image size (bit 

depth) 
Image size (in KB) Execution 

time (in ms) 
1 jpg 800 x 800 24 6 0.005 
2 bmp 800 x 800 32 2.501 0.005 
3 png 800 x 800 8 156 0.017 

 
Table 1 specifies the image dimensions, image 
size in bit depth, actual image size in memory in 
terms of kilo bytes, execution time for the 
conversion of image to text. From Table 1, it is 
clearly observed that bmp file occupies less 
memory when compared to jpg and png file 
formats. While considering the execution time 
for the conversion of image into text, bmp and 
jpg files gives the conversion very faster when 
compare to png file format. It is also observed 
that while converting the jpg file to bmp file, the 
bit depth of the image also changes from 24 bit 
to 32 bit, and while converting the jpg file to png 
file, the bt depth of the image changes from 24 
bit to 8 bit of depth. 

1. TEXT-TO-SPEECH SYNTHESIS FOR INDIAN 

LANGUAGES 

The output of the Image-to-text synthesis is 
considered as an input for this text-to-speech 
synthesis process. The input text file in English 
language is converted into speech in English 
language of mp3 file format using gTTS API 
support of Python. In order to perform the 
translation from English speech to various 
Indian languages, user has to initiate the 
translator by saying any word, here in the 

system, hello is said. After this initiation, the 
given English speech is converted into our 
required Indian language speech and the output 
is saved in mp3 file format.  

 
The proposed system supports up to nine 

Indian languages namely: i) Nepali, ii) Urdu, iii) 
Tamil, iv) Malayalam, v) Bengali, vi) Gujarati, 
vii) Kannada, viii) Hindi, and ix) Marathi. While 
converting the given text, various parameters 
are calculated such as i) execution time for the 
conversion of text to speech for various Indian 
languages, ii) Audio bit rate for output file, iii) 
Audio file size for output file, iv) Frequency of 
the output file. It is given in Table 2. 

 
As per the results mentioned in Table 2, it is 

observed that Malayalam takes much amount of 
time for the conversion of text into speech in the 
case of jpg and bmp file formats whereas 
Marathi takes much amount of time for the 
conversion of text into speech in the case of png 
file format. In the case of audio bit rate, audio 
file size and frequency, it is more or less in the 
similar values for jpg files for all Indian 
languages, bmp files for all Indian languages and 
png files for all Indian languages. 
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Table 2: Text-to-Speech Synthesis for various Indian languages 
 

S.No Image file 
format 

Destination 
language 

Execution 
time (in ms) 

Audio bit 
rate (kbps) 

Audio file 
size (Kb) 

Frequency 

1 jpg Tamil 0.0050 32 32 0.67 
2 jpg Malayalam 0.0080 32 32 0.67 
3 jpg Bengali 0.0010 32 32 0.67 
4 jpg Gujarati 0.0019 32 32 0.67 
5 jpg Hindi 0.0010 32 32 0.67 
6 jpg Kannada 0.0009 32 32 0.67 
7 jpg Marathi 0.0010 32 47 0.67 
8 jpg Nepali 0.0020 32 31 0.67 
9 jpg Urdu 0.0010 32 34 0.67 

10 bmp Tamil 0.0050 32 32 0.50 
11 bmp Malayalam 0.0067 32 26 0.50 
12 bmp Bengali 0.0010 32 32 0.50 
13 bmp Gujarati 0.0020 32 39 0.50 
14 bmp Hindi 0.0010 32 32 0.50 
15 bmp Kannada 0.0010 32 32 0.50 
16 bmp Marathi 0.0010 32 34 0.50 
17 bmp Nepali 0.0020 32 47 0.50 
18 bmp Urdu 0.0010 32 31 0.50 
19 png Tamil 0.0050 32 30 2.00 
20 png Malayalam 0.0029 32 26 2.00 
21 png Bengali 0.0055 32 32 2.00 
22 png Gujarati 0.0010 32 39 2.00 
23 png Hindi 0.0245 32 32 2.00 
24 png Kannada 0.0149 32 32 2.00 
25 png Marathi 0.0595 32 32 2.00 
26 png Nepali 0.0010 32 47 2.00 
27 png Urdu 0.0027 32 31 2.00 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Python code in Visual Studio environment 
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Figure 4: Auto saved mp3 file format 

CONCLUSION 

The proposed system gives an overview of 
the conversion of an annotated image file into 
text and further the text is converted into 
speech of various Indian languages using 
Python. The observed results showed that 
conversion of jpg file to png file takes much 
execution time for the conversion of image to 
text, while converting from text to speech, 
Malayalam language takes much execution time 
in the case of jpg and bmp file formats and 
Marathi takes much execution time for the 
conversion of text into speech while considering 
the input image as png file format. In the future, 
it can be extended to provide various languages 
images, text-to-speech synthesis from the 
language of any country to the language of any 
other countries. Further work is in progress, 
how to include emotion other than one 
language while synthesizing speech and also 
find the methods of improving quality of speech.  
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